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1. STRONG-FIELD IONIZATION OF ARGON USING TDCIS

TDCIS [1, 2] is an ab-initio electronic-structure technique, in which the time-
dependent wave function is restricted, with respect to the full N-body wave
function, to spin-singlet conserving single-particle excitations from the Hartree-
Fock (HF) ground-state determinant. The N-electron wave function ansatz for
TDCIS reads

|Ψ(t)⟩ = α0(t)|Φ0⟩+ ∑
a,i

αa
i (t)|Φa

i ⟩, (S1)

where |Φ0⟩ is the HF ground state, and the |Φa
i ⟩ = c†

aci|Φ0⟩ are one-particle–one-
hole (1p-1h) excitations, where an electron from orbital i is promoted to orbital
a. The time-dependent Schrödinger equation reads

i
∂

∂t
|Ψ, t⟩ =

[
Ĥ0 + Ĥ1 − EHF + ˆ⃗p · A⃗(t)

]
|Ψ, t⟩. (S2)

Here, Ĥ0 is the mean-field Hamiltonian associated with the HF ground state, Ĥ1
is the residual electron-electron interaction (i.e., the electron-electron interaction
minus the HF mean-field potential), EHF is the HF ground-state energy, and
ˆ⃗p · A⃗(t) is the light-matter interaction within the velocity form (electric-dipole
approximation), where A⃗(t) is the vector potential and ˆ⃗p is the electron canonical
momentum.

The ground electronic configuration for Ar is [Ne]3s23p6. We take into account
spin-orbit coupling, as described in [3], and use the experimentally known
electron binding energies [4]. In our calculations, we only allow the 3p and
3s orbitals to be active, whereas all other orbitals are frozen (not affected by
the laser field). The laser field amplitude in our calculations is E = 0.015 a.u.
(I ≈ 7.88 TW/cm2) and its frequency ω = 0.061 a.u. (ν ≈ 420 THz). In order to
perform a precise and stable calculation, we placed the edge of the numerical
grid at rmax = 80 a.u. with respect to the atomic nucleus at r = 0 and used a grid
size of N = 300 grid points.

When the wave packet reaches the end of the numerical grid, artificial reflec-
tions arise, which lead to unphysical results. We suppressed them by applying a
complex absorbing potential (CAP) [5–10] near the end of the grid. Thus,

Ĥ0 = F̂ − iζŴ (S3)

is the sum of the HF ground-state Fock operator F̂ and a CAP defined by

W(r) = θ(r − rabs)(r − rabs)
2, (S4)

where θ(r) is the Heaviside step function, and r is the distance from the nucleus.
This CAP vanishes below r = rabs, after which it is a quadratically growing
potential. The CAP strength ζ has to be chosen carefully to avoid reflections from
the grid wall at r = rmax or from the CAP itself [5, 10]. In our calculations, ζ = 0.5
and rabs = 50 a.u. The maximum electronic angular-momentum allowed in our
calculations is lmax = 10. Orbitals with HF energies higher than 20 a.u. (real part
of the orbital energies) were determined not to contribute significantly and have
been omitted from the electronic wave-packet propagation calculations.
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Fig. S1. Dependence of the ion yield on the field intensity I, in a range of
intensities satisfying Eq. (S5). The illustration is given for different delays τ,
zero GDD, χt = 400 a.u., and zero relative phase shift ∆ϕ. The power law
determined for τ = 0 (solid line) satisfactorily describes the trend for all
values of τ.

Fig. S2. Demonstration of the insensitivity, to τ and ∆ϕ, of the exponent n in
Eq. (S5) (for zero GDD and χt = 400 a.u.). Using the n obtained for τ = 0
and ∆ϕ = 0, together with the C(τ, ∆ϕ) determined for a reference intensity,
autocorrelation patterns at other intensities can be reliably predicted through
Eq. (S5). The predictions (solid lines) are compared with the TDCIS calcula-
tions (dots of the same color).

2. INTENSITY DEPENDENCE OF THE AUTOCORRELATION PATTERNS

In an experiment, the beam intensity profile is not uniform in space. Thus,
atoms in a gas target can get ionized in spatial regions that differ from each other
with respect to intensity. In the following, we demonstrate that the autocorrela-
tion patterns of interest are expected to be insensitive to the resulting volume
integration (or volume averaging) effects. To this end, we performed TDCIS
calculations for a range of intensities at different delays. Exemplary results are
presented in Fig. S1, together with the fit to a power law,

P(I) = CIn, (S5)

for τ = 0.
Figure S1 illustrates that P(I) fits Eq. (S5) with n = 8.679 in the range of

intensities I < 8 TW/cm2, and for different time delays τ. The binding energy
for the outer-valence shell of Ar is Eb ≈ 15.7–15.9 eV. Hence, ionization requires
the absorption of at least 9–10 photons (ω = 1.65 eV). However, as the short
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pulses provide a broad photon energy spectrum, the ionization may on occasion
require a smaller number of photons, which is compatible with an n a bit below
9 in Eq. (S5).

More importantly, Fig. S1 shows that the exponent, n, in Eq. (S5) is relatively
insensitive to the delay τ. This means that, for a given set of pulse parameters,
the delay dependence of the autocorrelation patterns is captured almost exclu-
sively by the parameter C in Eq. (S5). As demonstrated in Fig. S2, the structure
of the autocorrelation patterns does not change much for the aforementioned
range of intensities: They differ from each other only through a τ-independent
multiplicative factor. We have verified that this conclusion remains valid for
other pulse-parameter values. Therefore, we expect that for beam peak inten-
sities below 8 TW/cm2, volume integration does not affect the shape of the
autocorrelation patterns of interest here. The characterization of pulses with an
intensity outside the range 1 − 8 TW/ cm2 requires an extension of the current
database. Characterization of lower-intensity pulses may require a change of
the target sample to an atomic species with a lower ionization threshold.
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