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S1. Point spread function for shift-variant systems10

In this section, a derivation via Fourier optics is provided for the field point spread function11

(PSF) of an imaging system that contains off-axis aberrations. Throughout the derivation, we will12

not be overly concerned with overall prefactors, as the PSF is ultimately normalized to ensure13

intensity-normalization at the image plane. Starting with a Dirac delta impulse at the object plane14

located at 𝜉 = 𝜉0, denoted 𝛿(𝜉 − 𝜉0) the propagation from the object plane to the pupil plane in a15

4 𝑓 -imaging system is done through a Fourier transform. That is, the pupil plane field is given by16

𝛿(𝜉 − 𝜉0) →
∫ ∞

−∞
𝛿(𝜉 − 𝜉0) exp

(
−i𝑘

𝜉𝑢

𝑓

)
d𝜉 = exp

(
−i𝑘

𝜉0𝑢

𝑓

)
. (S1)

Note that 𝑘 = 2𝜋/𝜆 is the wavenumber. Once at the pupil plane, there are two operations17

to consider. First, 𝑈𝑝 (𝑢, 𝜉0) encounters an aperture, which we model as a Gaussian with18

characteristic width 𝜎𝑝. Second, 𝑈𝑝 (𝑢, 𝜉0) encounters a phase error (aberration) function19

Δ𝑊 (𝑢, 𝜉0). If Δ𝑊 depends only on the pupil-plane coordinates 𝑢, it is considered an on-20

axis aberration and typical examples of these include defocus, spherical aberration, and other21

aberrations often decomposed in terms of Zernike polynomials. If Δ𝑊 includes a dependence on22

𝜉0, the location of the original Dirac delta impulse, then it is considered an off-axis aberration;23

this is the case that is the focus of our work. To summarize, the transformation to𝑈𝑝 (𝑢, 𝜉0) at24

the pupil plane is described as25

exp
(
−i𝑘

𝜉0𝑢

𝑓

)
→ exp

(
−i𝑘

𝜉0𝑢

𝑓

)
exp

(
− 𝑢2

4𝜎2
𝑝

)
exp [−i𝑘Δ𝑊 (𝑢, 𝜉0)] . (S2)

The field is now inverse Fourier transformed to arrive at the image plane, where proper26

normalization gives us the definition of the PSF, 𝜓:27

𝜓(𝑥, 𝜉0) = 𝑈0

∫ ∞

−∞
exp

(
−i𝑘

𝜉0𝑢

𝑓

)
exp

(
− 𝑢2

4𝜎2
𝑝

)
exp [−i𝑘Δ𝑊 (𝑢, 𝜉0)] exp

(
i𝑘
𝑢𝑥

𝑓

)
d𝑢, (S3)

which is the definition seen in the main body, with 𝜉0 → 𝜉. Notice that, although an off-axis Δ𝑊28

gives rise to shift-variance, the imaging system is still assumed to be linear. That is, if the object29

field,𝑈𝑜 (𝜉), is written a superposition of Dirac delta impulses:30

𝑈𝑜 (𝜉) =
∫ ∞

−∞
𝑈0 (𝜉0)𝛿(𝜉0 − 𝜉) d𝜉0, (S4)
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then31

𝑈𝑖 (𝑥) =
∫ ∞

−∞
𝑈𝑜 (𝜉)𝜓(𝑥, 𝜉) d𝜉. (S5)

S2. Quantum Fisher Information for shift-variant imaging systems32

A framework for calculating the quantum Fisher Information (QFI) matrix associated with33

parameters to be measured from the image field of a shift-variant imaging system is provided in34

this section. These QFI calculations provide valuable upperbounds on the information associated35

with various quantities of interest (such as the separation between two point sources) when the36

system has off-axis aberrations. To keep the derivation general, we assume that the object scene37

is comprised of 𝑁 partially coherent point sources with point source locations {𝑥𝑖}𝑁𝑖=1. Using the38

image-plane normalization (IN) framework in Ref. 1, the density matrix representing the object39

field is40

𝜌op =

𝑁∑︁
𝑖, 𝑗=1

Γ𝑖 𝑗 |𝜉𝑖⟩⟨𝜉 𝑗 |, (S6)

where Γ is the object-plane mutual coherence matrix and |𝜉𝑖⟩ is the position ket at 𝜉𝑖 , the location41

of the 𝑖-th point source. In the IN normalization framework, these kets may be harmlessly42

represented in position space as Dirac delta impulses:43

⟨𝜉 |𝜉𝑖⟩ = 𝛿(𝜉 − 𝜉𝑖) (S7)

The transition from the object to image planes can be captured by the blurring of each point44

source into the point spread function (PSF), 𝜓, of the imaging system. In many past analyses,45

imaging systems were treated as being shift-invariant and therefore the resulting image of each46

point source can be computed as the convolution of 𝜓 with the Dirac delta impulse, given by47

Eq. (S7) of each point source. However, for shift-variant systems, one must instead consider48

|𝜉𝑖⟩ → |𝜓𝑖⟩, (S8)

where49

|𝜓𝑖⟩ =
∫ ∞

−∞
𝜓(𝑥, 𝜉𝑖) |𝑥⟩. (S9)

Importantly, Eq. (S9) indicates that the PSF 𝜓(𝑥, 𝜉𝑖) depends on both the image-plane position50

coordinate, 𝑥, and the point source’s object plane location, 𝜉𝑖 , in a manner that may not be51

expressible through their difference 𝑥 − 𝜉𝑖 alone. We are primarily interested in the case where52

the imaging system contains off-axis tilt (OAT) and Petzval curvature. As seen in the main body,53

this leads to a normalized PSF given by54

𝜓(𝑥, 𝜉; 𝑃,𝑇) = 1
[2𝜋𝑔2 (𝜉; 𝑃)]1/4 exp

{
− [𝑥 − 𝜉 (1 + 2𝜋𝑇𝜎)]2

4𝑔2 (𝜉, 𝑃)
+ iΦ(𝑥, 𝜉; 𝑃,𝑇)

}
, (S10)

where55

𝑔(𝜉; 𝑃) ≜ 𝜎
√︃

1 + 4𝜋2𝑃2𝜉4, (S11)

is the characteristic width of 𝜓 and56

Φ(𝑥, 𝜉; 𝑃,𝑇) ≜ −1
2

{
tan−1 (2𝜋𝑃𝜉2) + 𝜋𝑃𝜉

2 [𝑥 − 𝜉 (1 + 2𝜋𝑇𝜎)]2

𝑔2 (𝜉; 𝑃)

}
, (S12)



is the phase of 𝜓. The values of 𝑇 and 𝑃 refer to the strength of OAT and Petzval, respectively57

(the case of 𝑇 = 𝑃 = 0 reduces the PSF to the shift-invariant, aberration free case). It’s important58

to note that the width of the PSF in Eq. (S10) is such that 𝑔 ≥ 𝜎, where 𝜎 is the width of the59

aberration-free PSF; the equality is attained when 𝑃 = 0 (no Petzval curvature). As is done in60

Refs. 1 and2, it is convenient to re-express the PSF in terms by introducing the dimensionless61

position variable 𝛼 = 𝑥/(2𝜎) so that the density matrix at the image plane can be written as62

𝜌0 = N−1
0

𝑁∑︁
𝑖, 𝑗=1

Γ𝑖 𝑗 |𝛼𝑖⟩⟨𝛼 𝑗 | (S13)

where63

⟨𝛼 |𝛼𝑖⟩ =
1

[𝜋𝑔̄2 (𝛼𝑖; 𝑃)/2]2 exp
{
− [𝛼 − ℎ̄(𝛼𝑖;𝑇)]2

𝑔̄2 (𝛼𝑖; 𝑃)
[1 + i𝑣̄(𝛼𝑖; 𝑃)] −

i
2

tan−1 [𝑣̄(𝛼𝑖; 𝑃)]
}
.

(S14)

Notice that the parameters to be estimated have transformed from {𝜉𝑖} → {𝛼𝑖}, where 𝛼𝑖 =64

𝜉𝑖/(2𝜎). Furthermore, we have introduced the dimensionless functions65

ℎ̄(𝛼𝑖;𝑇) = 𝛼𝑖 (1 + 2𝜋𝑇𝜎), (S15)

𝑔̄(𝛼𝑖; 𝑃) =
√︃

1 + 64𝛼4
𝑖
𝜋2𝑃2𝜎4, (S16)

𝑣̄(𝛼𝑖; 𝑃) = 8𝜋𝛼2
𝑖 𝑃𝜎

2. (S17)

Note that, in the aberration-free case, ℎ̄(𝛼𝑖; 0) = 𝛼𝑖 , 𝑔̄(𝛼𝑖; 0) = 1, and 𝑣̄(𝛼𝑖; 0) = 0. The66

normalization factor N0 in Eq. (S13) is given by67

N0 =

𝑁∑︁
𝑖, 𝑗=1

Γ𝑖 𝑗

∫ ∞

−∞
⟨𝛼 |𝛼𝑖⟩⟨𝛼 𝑗 |𝛼⟩ d𝛼,

=

√︄
2𝑔̄𝑖 𝑔̄ 𝑗

𝑔̄2
𝑖
(1 + i𝑣̄ 𝑗 ) + 𝑔̄2

𝑗
(1 − i𝑣̄𝑖)

exp

[
−
( ℎ̄𝑖 − ℎ̄ 𝑗 )2 (i + 𝑣̄𝑖) (1 + i𝑣̄ 𝑗 )
𝑔̄2
𝑖
(i − 𝑣̄ 𝑗 ) + 𝑔̄2

𝑗
(i + 𝑣̄𝑖)

]
, (S18)

where we have introduced the shorthand ℎ̄𝑖 , 𝑔̄𝑖 , and 𝑣̄𝑖 to for Eqs. (S15), (S16), and (S17),68

respectively. It’s worth emphasizing that the states in Eq. (S13) are not simply coherent states with69

fixed widths that are shifted to location 𝛼𝑖 . Instead, the centroid of the Gaussian and the width70

of the Gaussian are determined by the functions ℎ̄ and 𝑔̄, respectively which depend on object71

location 𝛼𝑖 . Such states are related to squeezed coherent states, where the centroid and widths of72

the Gaussian profile are fully correlated. The presence of such states in the expression for 𝜌0 is a73

marked difference between systems that are shift-variant and the oft-studied aberration-free case.74

It is also worth mentioning that the expression in Eq. (S14) can be used to represent the75

PSF of any system whose response to a point source located at 𝛼𝑖 is a Gaussian centered at76

some location ℎ̄(𝛼𝑖) with width 𝑔̄(𝛼𝑖). Although explicit functions for ℎ̄ and 𝑔̄ are provided77

in the present analysis in Eqs. (S15) and (S16) for the case of OAT and Petzval curvature, the78

following derivation for the QFI matrix can be straightforwardly adapted for any differentiable79

ℎ̄ and 𝑔̄. Finally, the function 𝑣̄(𝛼𝑖; 𝑃) defined in Eq. (S17) encapsulates the phasor portion of80

|𝛼𝑖⟩. Although we keep our derivation general for an arbitrary mutual coherence matrix Γ, it is81

worth noting here that the final term within the curly braces in Eq. (S14) is irrelevant for QFI82

calculations when the object scene is incoherent. This is because the term is independent of 𝛼83

(a global phase) and vanishes when Eq. (S13) is diagonal (incoherent object scene). However,84

the presence of 𝑣̄ persists even in the incoherent case in the first term within the curly braces in85

Eq. (S14).86



With the density matrix 𝜌0 given in Eq. (S13), one can now proceed with QFI matrix87

calculations to obtain the precisions associated in the measurement of unknown parameters (a88

subset of {𝛼𝑖}𝑁𝑖=1). Given the complicated nature of |𝛼𝑖⟩, we follow a general method of deriving89

the QFI matrix [2–4]. A summary, and key differences/observations for the present case of a90

shift-variant imaging system, is provided as follows. One begins by identifying a basis that can91

be used to represent both 𝜌0 as well as 𝜕 𝑗 𝜌0, where 𝜕 𝑗 ≜ 𝜕/𝜕𝛼 𝑗 is a shorthand for parametric92

differentiation. Upon observation of Eq. (S13), it is clear that the union of {|𝛼⟩𝑖} and {𝜕𝑖 |𝛼𝑖⟩} is93

sufficient. With the sufficient basis identified, we now collect its elements in a 2𝑁-element vector94

®𝐴 =

[
|𝛼1⟩ · · · |𝛼𝑁 ⟩ 𝜕1 |𝛼1⟩ · · · 𝜕𝑁 |𝛼𝑁 ⟩

]
(S19)

so that we may express 𝜌0 and 𝜕𝑖𝜌0 as95

𝜌0 = ®𝐴† · 𝜌0,𝐴 · ®𝐴, (S20)

𝜕𝑖𝜌0 = ®𝐴† · (𝜕𝑖𝜌0,𝐴) · ®𝐴. (S21)

That is, 𝜌0,𝐴 and 𝜕𝑖𝜌0,𝐴 are the coefficient matrices for the representation of 𝜌0 and 𝜕𝑖𝜌0 in terms96

of the basis states collected in ®𝐴. Once this is done, one defines a (2𝑁) × (2𝑁) matrix Υ, which97

is in turn defined in terms of submatrices:98

Υ ≜


Υ𝛼𝛼 Υ𝛼𝑑

Υ𝑑𝛼 Υ𝑑𝑑

 (S22)

The elements of these 𝑁 × 𝑁 Grammian submatrices are given by various inner products between99

basis states:100

(Υ𝛼𝛼)𝑖 𝑗 = ⟨𝛼𝑖 |𝛼 𝑗⟩ (S23)
(Υ𝛼𝑑)𝑖 𝑗 = ⟨𝛼𝑖 |𝜕 𝑗 |𝛼 𝑗⟩ (S24)

(Υ𝑑𝛼)𝑖 𝑗 = (Υ†
𝛼𝑑

)𝑖 𝑗 (S25)

(Υ𝑑𝑑)𝑖 𝑗 = ⟨𝛼𝑖 |𝜕†𝑖 𝜕 𝑗 |𝛼 𝑗⟩, (S26)

where 𝜕†
𝑖

indicates a derivative acting on the state to the left. Although analytic formulas exist for101

these matrix elements, given the complicated and nested nature of the parameter 𝛼𝑖 in Eq. (S14),102

their explicit expressions will not be stated here. The unruliness of these expressions is a marked103

difference between treating an shift-variant imaging system, where the PSF is given by Eq. (S14),104

and an aberration-free system.105

The elements of the QFI matrix, Q, can then be shown to be given by106

(Q0)𝑖 𝑗 = 2vecb(𝜕𝑖𝜌0,𝐴)† · (Υ−1 ⊙ 𝜌0,𝐴 + 𝜌∗0,𝐴 ⊙ Υ−1)−1 · vecb(𝜕 𝑗 𝜌0,𝐴), (S27)

where vecb(·) is the block-column vectorization operator defined through the example on its107

action on Υ as108

vecb(Υ) =



|Υ𝛼𝛼)

|Υ𝑑𝛼)

|Υ𝛼𝑑)

|Υ𝑑𝑑)


,



where |·) is the column vectorization operator on a matrix [1]. In other words, vecb(·) takes a109

(2𝑁) × (2𝑁) matrix and stacks its four 𝑁 ×𝑁 submatrices column-wise before those submatrices110

themselves are vectorized to form a 4𝑁2-element vector. Finally, ⊙ is the Tracy-Singh block111

Kronecker product. By defining112

S ≜
𝑞

𝜎
N−1

0

(
Υ−1

𝛼𝛼 ⊗ Γ + Γ∗ ⊗ Υ−1
𝛼𝛼

)
, (S28)

B ≜ I ⊗
(
Υ−1

𝛼𝛼Υ𝛼𝑑

)
, (S29)

B̄ ≜
(
Υ−1

𝛼𝛼Υ𝛼𝑑

)
⊗ I, (S30)

G ≜ Υ𝑑𝑑 − Υ𝑑𝛼Υ
−1
𝛼𝛼Υ𝛼𝑑 , (S31)

where ⊗ is the Kronecker product. The QFIM can in turn be expressed as113

Q0 = 2(Ξ + Ξ† +Ω +ΩT), (S32)

where Ξ and Ω are matrices with elements114

Ξ𝑖 𝑗 =
(𝐾∗

0,𝑖 |S
−1 |𝐾0, 𝑗 )
2

+ (𝐾∗
0,𝑖 |S

−1B|𝑌0, 𝑗 ) + (𝐾∗
0,𝑖 |S

−1B̄|𝑌†
0, 𝑗 ) + (𝑌 ∗

0,𝑖 |B
TS−1B̄|𝑌†

0, 𝑗 ), (S33)

Ω𝑖 𝑗 =

(
𝑌 ∗

0,𝑖

����BTS−1B +
(
N−1

0 Γ∗
)−1

⊗ G
����𝑌0, 𝑗

)
, (S34)

respectively. Furthermore,115

|𝐾0,𝑖) ≜
[
𝜕𝑖 (N−1

0 ) |Γ) − N−1
0 𝛼𝑖 |𝐹𝑖 + 𝐹†

𝑖
)
]
, (S35)

|𝑌0,𝑖) ≜ N−1
0 |𝐹𝑖), (S36)

are 𝑁2-dimensional column vectors and 𝐹𝑖 is a 𝑁 × 𝑁 matrix whose 𝑖-th row is the 𝑖-th row of Γ116

and zero elsewhere. In other words,117

(𝐹𝑖)𝑘𝑙 = 𝛿𝑖𝑘Γ𝑘𝑙 . (S37)

Equation (S32) is the QFI matrix corresponding to the set of unknown parameters {𝛼𝑖} (or any118

subset of it), which are the individual locations of each point source. However, it is sometimes119

convenient to re-parameterize the problem in terms of the relative coordinates {𝑠𝑖}, with120

𝑠𝑖 = 2𝜎

{∑𝑁
𝑗=1 𝛼 𝑗/𝑁 𝑖 = 1,

𝛼𝑖 − 𝛼𝑖−1 𝑖 > 1.

Notice that 𝑠1 is the centroid of the point sources and 𝑠𝑖>1 are successive differences between121

point source locations. The inverse Jacobian of this coordinate transformation is given by122

[J−1]𝑖 𝑗 =
𝜕𝑠𝑖

𝜕𝛼 𝑗

= 2𝜎
[
𝛿𝑖1
𝑁

+ 𝛿𝑖 𝑗 − 𝛿 (𝑖−1) 𝑗

]
. (S38)

The QFI matrix corresponding to the new parameters {𝑠𝑖}, denoted Q′
0, can be written, using the123

inverse of Eq. (S38) as124

Q′
0 = JTQJ. (S39)

Notice that the derivation provided above is for a general partially coherent object using the125

image-plane normalization scheme, and is provided for completeness. However, for the direct126

purposes of the present work, we are interested in the specific case where the object scene consists127

of two (𝑁 = 2) point sources that are equally bright and incoherent (Γ𝑖 𝑗 = 𝛿𝑖 𝑗/2). By taking128

only the parameter 𝑠1 to be unknown (the separation between the two point sources), the QFI129

matrix in Eq. (S39) becomes a single number corresponding to the QFI of estimating 𝑠1: this130

value is the one used and plotted in the main body of this work and labeled 𝑄𝑠 (𝑠; 𝑃,𝑇).131



Fig. S1. QFI (dashed) and CFI (solid) are shown for imaging systems where the PSF is
given by 𝜓 (a) and 𝜓̄ (b), which are given by Eqs. (S9) and (S40) respectively. There is
no OAT (𝑇 = 0) and various values of 𝑃 correspond to the different colors.

S3. Effect of the Petzval curvature phase term in PSF on QFI and CFI132

The motivation of this section is to give further insight into the divergent QFI for 𝑃 ≠ 0 seen in133

the main body. We compare the differences in QFI and CFI for imaging systems with field PSF134

given by Eq. (S9) and135

𝜓̄(𝑥, 𝜉; 𝑃,𝑇) = 1
[2𝜋𝑔2 (𝜉; 𝑃)]1/4 exp

{
− [𝑥 − 𝜉 (1 + 2𝜋𝑇𝜎)]2

4𝑔2 (𝜉, 𝑃)

}
. (S40)

It should be emphasized that Eq. (S9) is the correct PSF to be used in QFI and CFI calculations136

when there is Petzval curvature; however, it is worthwhile to analyze Eq. (S40) to see the effect137

of the phase term Φ in Eq. (S12). Before presenting the QFI results, we note that Eq. (S40) alters138

the probability of photon detection at the lowest order Hermite-Gauss mode as 𝑝II → 𝑝II where139

𝑝II (0, 𝑠; 𝑃,𝑇) =
√︁

1 + 4𝑃2𝜋2 (𝑠/2)4

1 + 2𝑃2𝜋2 (𝑠/2)4 exp
{
− (𝑠/2)2 (1 + 2𝜋𝑇𝜎)2

4𝜎2 [1 + 2𝑃2𝜋2 (𝑠/2)4]

}
. (S41)

This leads to an altered CFI for BSPADE via 𝐹II → 𝐹̄II, where140

𝐹̄II (𝑠; 𝑃,𝑇) ≈
1

𝑝II (0, 𝑠; 𝑃,𝑇) − 𝑝2
II (0, 𝑠; 𝑃,𝑇)

[
𝜕

𝜕𝑠
𝑝II (0, 𝑠; 𝑃,𝑇)

]2
. (S42)

Figure S1(a), which also appears in the main body, shows the QFI and 𝐹II for the two-point141

separation in an imaging system where 𝜓 is the PSF, given by Eq. (S9). As discussed within the142

main body, the QFI and 𝐹II coincide when 𝑠 → 0. However, the QFI diverges as the separation143

increases and is significantly different from 𝐹II even within the sub-Rayleigh regime of 𝑠 < 2𝜎.144

On the other hand, when the imaging system is characterized by the PSF, 𝜓̄, given by Eq. (S40),145

Fig. S1(b) shows that the both the QFI and 𝐹̄II are comparatively smaller. In particular, the QFI146

no longer diverges as 𝑠 increases. Therefore, the divergent behavior of the QFI for non-zero147

Petzval curvature is due to the presence of the phase, Φ, within the PSF, 𝜓. Note that Φ does not148

affect the CFI for direct imaging (DI) since DI is an intensity-based measurement.149
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